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Introduction

Semantic Parsing is a topic of Natural Language
Processing (NLP) that aims to extract interesting
meaning from text in the form of relations between
words (figure 1).

Figure 1 : Semantic parsing.

Artificial Neural Networks have recently contributed
to different research fields, with the development of
better models with many layers (the so called Deep
Learning). They can learn complex representations of
the input (see figure 2).

Figure 2 : A neural network.

NLP have been greatly benefited with the use of neural
nets. Most of this success have been provided by the
use of word embeddings.

Figure 3 : Word embeddings.

Word embeddings (e.g. word2vec [3] and GloVe [4])
are vectorial representations that capture the syntac-
tic/semantic meaning of a word in a high dimensional
space. Some meaningful relations, such as (for ex-
ample) gender or number, can be established between
words, as shown in figure 3. Embeddings have the abil-
ity of ordering words in its space and are of great utility
as input for NLP problems.

Motivation

NLP processing is a promising field in the intersec-
tion between linguistics, machine learning and artifi-

cial intelligence. Research in semantic parsing will help
not only to solve other NLP tasks: sentiment analysis,
question answering, named entity recognition, etc. ;
but also real world problems:
• Information Retrieval (IR) from documents;
• Question answering (QA);
• Human Computer Interaction (HCI),
conversational bots, intelligent assistants (i.e. Siri,
Cortana, Google Now), etc.

Objectives

Contribute to the research in Semantic Parsing. De-
spite of the great advances in semantics, there is still no
NLP system able to deal with semantic information in
a general free-context manner, and therefore boosting
our knowledge from Natural Language Processing
to Natural Language Understanding (NLU), see
figure 4.

Figure 4 : From Natural Language Processing (NLP) to Natural
Language Understanding (NLU).

Research Plan

Current State
Experimenting with computing word embeddings from
their morpheme segmentation (figure 5), in a similar
manner than [2]. Based on this research, we are writ-
ing a paper to explain the system we are building and
its results.

Figure 5 : Composing an embedding for pugs, from an embed-
ding for pug and -s.

Expected results
We expect to get
• an LSTM trained model that
• accurately generates word embeddings from
morpheme embeddings; thus

• dealing with both normal and strange words; and
• reducing the embedding dictionary to a minimum
(figure 6).

Figure 6 : Morphemes dictionary – words dictionary comparison.

Resources
We use several resources for our research. We would
like to highlight two of them: Theano and Morfessor
FlatCat.

Figure 7 : Theano
logo.

Theano [5] is a Python li-
brary to define, optimize, and
evaluate mathematical expres-
sions. It is used to efficiently

compute multi-dimensional array operations, needed to
train and run a deep neural net.
Morfessor FlatCat [1] is a tool and a series of meth-
ods to extract mophological segmentation of words
from natural language input.

Next year planning
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